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Abstract

Fake news poses a growing threat to national security worldwide, particularly in developing democracies like
Pakistan. The study attempts to analyze the cybersecurity policies of Pakistan to counter disinformation in the
digital domain and evaluates their effectiveness on the basis of the existing legal framework, technology-based
interventions, and public awareness campaigns. This study employed a mixed-methods approach, combining
survey data from 500 respondents, expert interviews with cybersecurity professionals, and secondary analysis of
policy documents and an academic literature. Result shows that fake news is very common in Pakistan, social media
including Facebook and WhatsApp are the main sources of circulating fake news. Result revealed that 78.4% of
participants frequently encountered fake news, but only 39.5% could reliably detect it. It was revealed through
comparative analysis that Pakistan is behind India, United Kingdom and the United States in useful technologies
to find online lies and in teaching digital literacy. Strengthening Pakistan’s cybersecurity framework requires
investment in Al-powered detection tools, enhanced public awareness campaigns and balanced implementation of
the Prevention of Electronic Crimes Act 2016, to protect both national security and civil liberties. The study
contributes to global cybersecurity literature by offering actionable insights for digital governance in emerging
democracies.
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Introduction

In February 2022, during the early stages of the Russia—Ukraine conflict, disinformation
campaigns flooded social media with fake casualty reports, manipulated videos, and coordinated
bot activity—demonstrating how digital propaganda now functions as an active tool of hybrid
warfare (Starbird et al., 2023). The global information landscape has been dramatically altered by
the rapid expansion of digital communication and quasi-communication social media platforms
(Tosoni et al., 2022). These technologies have improved the means of connecting millions of
people and made information readily available, but they also have contributed to the rapid
circulation of fake news and disinformation.

With the spread of fake news, propaganda, and harmful content that manipulate public perception,
influence political decision-making, and threaten state security, digital misinformation has become
a global challenge to governments. In Pakistan over the last decade, the threat of fake news has
grown to become a significant challenge, complicating the landscape of political turmoil,
monopoly over means of communication, and depleting the public trust in state institutions (Butt
et al., 2023). With a long road ahead for a nation used to slow-paced changes, censorship and
propaganda feeding in love, the matter of electronic disinformation had showed to be one of the
most complex socio-political battles of the decade and quickly emerged as atop priority for policy
makers, information security experts, and law enforcement agencies.

The intentional dissemination of false or misleading information by state and non-state actors is a
tactic frequently employed to influence public discourse and manipulate political narratives. Fake
news is commonly weaponised to undermine governments, meddle in electoral processes,
encourage sectarian or ethnic strife and diminish trust in democratic institutions (Pettit, 2022).
The impact of disinformation campaigns has been especially evident in Pakistan during general
elections, political protests, national security crises, and diplomatic disputes. Political parties,
foreign entities, and extremist groups have been accused of utilizing this social environment to
shape public opinion, disseminate propaganda, and distribute inaccurate information in order to
further their objectives.

Furthermore, the harm created by fake news is not limited to politics, as false data about health
information, conspiracy theories, and inaccurate data about national security threats can lead to
endangers to society and increase division in society (Fadiran, 2024). While global academic
interest in disinformation has expanded significantly, especially in the context of elections and
media credibility, there remains a noticeable gap in literature focusing on state-level cybersecurity
responses in Pakistan. Most existing research highlights societal impacts but does not examine the
structural or strategic frameworks adopted by the state to counteract these threats.

Fake news is, for national security, a huge threat to instability, law, and governance especially in
Pakistan. Disinformation campaigns are particularly concerning as they are known to incite
violence or to disrupt social cohesion. On several occasions, misinformation directed at religious,
ethnic, or political groups has sparked widespread protests, riots and violent confrontations. Yet
dangerous consequences have been the norm, as in the case of false news about blasphemy that
has resulted in mob violence and lynching. Similarly, falsified and often hateful news about cross-
border scenario with India (especially post tensions in Kashmir area and other border regions) is
quite infamous in social media, fueling nationalism and inviting aggressive diplomatic tension
escalation with neighbouring country (Chawla, 2023). By exploiting the power of networks,
malicious actors can control and influence narratives in the digital realm, escalating tensions and,
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ultimately, anger to the physical world, underscoring the necessity for robust cyber
countermeasures against fake news.

Another critical issue involves the erosion of public trust in government and mainstream media
(Bhutto, 2024). The expansion of access to these social media platforms has fundamentally altered
the medium through which news is consumed, as the majority of people are now receiving their
news from unaccountable sources, such as ‘independent’ influencers and politically aligned forums
on the internet. With the advent of alternative media outlets like YouTube, Facebook, and TikTok
in Pakistan, misinformation is running unchecked through private platforms without the aid of
traditional fact-checking member implementations.

This process likewise accounts for, and sheds lights on the widespread skepticism, and lack of
confidence toward state-issued and official communication channels as well as legacy media,
thereby impairing the government’s capacity to convey messages effectively during times of
disruption. For instance, misleading narratives concerning the COVID-19 pandemic, including
therapeutic interventions- directly contributed to both vaccine refusal, as well as public resistance
to these policies in Pakistan (YH Khan et al., 2020). Such events reveal that misinformation may
undermine national security through deterioration of public engagement and the legitimacy of
institutions.

Faced with the increasing threat of digital disinformation, the government of Pakistan has
introduced a series of cybersecurity policies, legislative frameworks, and technological
interventions to regulate online content and combat fake news. The Prevention of Electronic
Crimes Act (PECA), 2016, is the main law under which the cyber-related offenses including
spreading of false information, cyber harassment and online defamation, are covered. Through
PECA, the Pakistan Telecommunication Authority (PTA) and the Federal Investigation Agency
(FIA) have been tasked with monitoring and regulating digital content (Niazi & Igbal, 2022),
taking action against perpetrators of fake news, and blocking websites or social media accounts
accused of disseminating misinformation. Though, the efficacy of PECA has been hotly contested
with apprehensions about its enforcement, abuse and chilling effect on freedom of expression
consistently featuring in public conversation. Critics say that while stringent measures may lend
to curbing fake news, such laws also risk being abused to stifle political dissent and muzzle
opposition voices (de Zayas, 2022).

In addition to legal measures, Pakistan has also sought to reinforce its cybersecurity capacity
through allocations in an online observation system, artificial intelligence-based, misinformation
detection tools, and online communities monitoring initiatives (SU Khan et al., 2025). This has
included community-wide awareness campaigns by the government instructing citizens about the
threats of disinformation and fostering ethical virtual behavior. Pakistan has also undertaken to
improve its capacity to track and counter disinformation networks through member partnership
building with international cybersecurity organizations. Until now, fake news and misinformation
have remained pseudo-definable and its understanding has remained loosely conceptual, while the
understanding of what these terms mean in relation to each other has been lacking since the advent
of social media, and rules governing fake news are already obsolete, unable to keep up with the
pace of development (Vese, 2022).
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This study addresses the following core research questions:

1. What legislative, technological, and institutional mechanisms has Pakistan implemented to
combat fake news and digital disinformation?

2. How effective are these measures in practice, especially in times of political unrest or national
security threats?

3. What lessons can be drawn from international best practices to strengthen Pakistan’s
cybersecurity framework against disinformation?

This research intends to critically assess the framework of Pakistan of cybersecurity against fake
news and disinformation. Through examining policies enacted at the state and federal levels, as
well as efforts to harness technology in combatting the epidemic, the study aims to strengthen
understanding of existing solutions and highlight where further innovation is necessary. Also, the
study investigates the possible measures to reduce digital misinformation, which the social media
mechanisms, Al and independent fact-checking mechanisms can play on the process of digital
misinformation. Through an examination of Pakistan’s cyber laws, enforcement challenges, and
emerging cybersecurity trends, this research will help to better our understanding of how nations
can protect national security, public trust, and democracy in the digital age (Saleem et al., 2024).

In light of the increasing sophistication of Al based fake news, Deepfake technologies and
coordinated disinformation campaigns, this study also seeks to identify future cyber security trends
and to offer policy recommendations to bolster Pakistan’s digital defences against misinformation
threats (SM Usman, 2024). Offering a broad analysis on how to tackle fake news in this age of
accelerated digital churn, the research draws on learning from comparative case studies from
India, UK and the US.

To conclude, Pakistani efforts to tackle fake news happen against the background of a digital world
where both challenges and approaches are not constant. While the state has implemented a range
of legislative and technological responses, questions remain regarding their effectiveness, scope,
and alignment with global best practices. To empirically explore these challenges and policy gaps,
the following study adopts a mixed-method approach, combining policy analysis, case studies, and
expert interviews to assess the cybersecurity framework in place.

Literature Review

In recent years, the academic conversation around fake news and national security has exploded
as scholars and policy makers alike recognize the potentially devastating consequences of digital
misinformation on political stability, public perception, and cybersecurity structures. The rise of
digital platforms (for news consumption in recent years has made it all the more fluid phenomenon
whereby false or misleading information can spread across countries and continents), is a pressing
challenge for governments around the world. This challenge has been explored in foundational
studies like Allcott & Gentzkow (2017), who highlighted how fake news disproportionately shaped
political outcomes during the 2016 U.S. election, emphasizing the economic and psychological
mechanisms that fuel its virality.

The shortest of definitions for fake news described as "fabricated content that mimics news media
content in form, but not in the organizational process or intent, all that is fake news (Baptista &
Gradim, 2022). Their research breaks fake news into misinformation, disinformation and
malinformation; that is, false information shared without bad intent (mistakes), intentional
falsehood (lies) and something that is indeed true, but shared to cause harm (malice). Social media

159



systems have accelerated the spread of disinformation by exploiting user behavior, platform
incentives, and algorithmic biases (Allcott & Gentzkow, 2017; Murayama et al., 2021).

In a large-scale case study, (Murayama et al., 2021) explored the spreading patterns of true and
false news on Twitter and their results confirmed that false news does spread more quickly than
true over this platform, primarily due to its novelty, emotional impact and sensationalist
tendencies. In the same vein, (Rubin, 2022) note the economic incentives behind fake news by
stating that sensationalized misinformation keeps users engaged and thereby leads to higher
correspondence and advertising revenue for content creators. These results underscore the
commercial aspect of fake news, in which sensational headlines and viral disinformation can
induce profit both for individuals and for the media outlets.

In Pakistan, this pnenomenon has been especially visible on social media arenas such as Facebook,
Twitter, and WhatsApp, where falsified information in the form of political agendas, conspiracy
theories and misleading news have regularly impacted public discussions, electoral processes and
national security dialogues. Their implications for national security have been the subject of a
growing literature on the social media amplification of disinformation. Repetitive exposure to
similar content online due to algorithms helps keeps people’s views the same and prevents them
from finding new facts (Garaschuk, 2024).

This claim is supported by research from (Au et al., 2022) that shows that people with pronounced
ideological tendencies are more likely to respond to politically motivated misinformation, adding
to the polarization of public opinion. Social media platforms such as Facebook and YouTube in
particular, are among the primary sources of news for a large segment of the population in Pakistan,
also making them very vulnerable to viral campaigns for fake news. (Yousaf et al., 2024) examined
the effect of fake news on political stability in Pakistan and observed that fake stories and distorted
narratives tend to result in mass protests and public outrage, as well as challenges to democratic
institutions. Their analysis shows how political parties, foreign powers and far-right groups
exploit digital networks to propagate narratives, influence electoral behaviour and incite disorder.

For example, during Pakistan's 2018 general elections, a flood of false news and conspiracy
theories viably impacted political divisions on social media, demonstrating the power of false
news to undermine democratic processes. Academics have explored the phenomenon of fake news
as a potential cyber warfare tool used in cyberattacks from a cybersecurity lens, both by adversaries
affiliated with a state such as terrorist groups and independent actors. According to (Sarts, 2020),
in information warfare, disinformation is used to break down the public's faith in its government
and undermine national security operations. Their work underscores how cyber disinformation
campaigns can be strategically tailored to tip elections, manipulate financial markets and heighten
geopolitical tensions.

Cyber-enabled disinformation in Pakistan has connections with both domestic and foreign actors
attempting to manipulate public opinion and undermine state institution legitimacy. Firstly
(Ahmad et al., 2022) discussed Pakistan’s potential regulatory responses to cyber threats,
investigating initiatives led by the Pakistan Telecommunication Authority (PTA) and the Federal
Investigation Agency (FIA) to monitor and limit the spread of fake news. Their research recognizes
the challenges of distinguishing between political discourse that is real and that which is
manufactured through disinformation efforts, especially when misinformation is lodged into
legitimate social and political conversations.
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Academics have similarly looked into legal and regulatory attempts around the world to deal with
fake news, especially in countries facing challenges when it comes to maintaining a balance
between cybersecurity, freedom of expression and democratic rights. Pakistan’s main piece of
legislation to address issues of cybercrimes, online defamation, and digital disinformation is the
Prevention of Electronic Crimes Act (PECA) 2016. Answering this question, (Ahmed et al., 2025)
mention that although PECA is crucial for regulating online content, it can augment political
censorship instead of being used to abate fake news. The paper focuses on the potential
misapplication of legal tools introduced under PECA, arguing that the law’s vague and divisive
legal provisions create an environment ripe for selective enforcement against critical voices,
journalists and others in the name of combating misinformation.

Research comparing Pakistan’s response to fake news with other countries has identified
significant differences in regulatory approaches. (S Shahzad & A Khan, 2024) also compares
Pakistan’s cybersecurity policies with India and the United Kingdom and points out that while
India has formed various Al-based misinformation detection tools, Pakistan on the other hand,
relies significantly on manual content moderation. Likewise, while the UK has faced challenges
in framing public-private partnerships and digital literacy campaigns, Pakistan’s centralized
measures of internet censorship typically include take-downs of certain types of content and
restrictions on social media as a whole. It was found that Pakistan’s regulatory response requires
further consolidation to promote transparency and communication, proving to be an effective
weapon against fake news.

As digital disinformation evolves, academics delve into the role artificial intelligence (Al) and
machine learning play in combating fake news. Researchers have also started using computer
models to find misinformation by analyzing the language used, the way information spreads and
the reputation of the source (Shu et al., 2020). Many organizations now use these tools every day
on social networks like Twitter and Facebook. (Gwadi & Igbashangev, 2024) examine the role of
artificial intelligence-powered fact-checking services for identifying trends in disinformation,
examining salient linguistic characteristics of misleading material, and identifying potentially fake
news content for subsequent verification. Their research shows that automating approach to
misinformation detection could lead to better and faster response.

In contrast, technological interventions to address fake news in Pakistan have yet not been fully
triggered. In the context of Pakistan, (Saeidnia et al., 2025) look into the application of Al-based
misinformation detection, identifying challenges associated with access to data, computational
requirements, and alignment with national cybersecurity strategies. While several social media
companies have made a push towards Al systems to moderate their content, Pakistan has no local
initiatives or fact-checking organizations that act at scale. The country is vulnerable to fast-
distributed digital misinformation without major investments in Al-fueled fact checkers.

In contrast to the expanding literature concerning fake news, national security, and counter-
cybercrimes more in general, the academic work addressing potentially Pakistan-specific threats
and remedies has been thin on the ground; Though previous research has explored social media
dynamics, information warfare tactics, and regulatory frameworks, there is no country-specific
research on Pakistan’s cybersecurity efforts and their effectiveness in countering disinformation
(Buehler et al., 2021). This study tries to address this gap by: Evaluating the effectiveness of
Pakistan’s cybersecurity mechanisms in combating fake news, Scrutinizing the potential of digital
literacy and Al-driven technologies in combating misinformation, Bench-marking Pakistan’s
strategies against international best practices to devise areas of improvement. This study will help
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build theory as a useful insight into how nations can build robust frameworks against fake news
without impeding democratic freedoms, creating an empirically tested narrative of Pakistan's cyber
efforts.

While prior research has explored the spread and influence of fake news globally, few studies have
assessed how developing countries like Pakistan are uniquely positioned in this battle—balancing
cybersecurity, democratic resilience, and infrastructural constraints. This study contributes to
filling this gap by offering a grounded, Pakistan-specific evaluation of cybersecurity mechanisms
and regulatory strategies, while also exploring the untapped potential of Al-based misinformation
detection. It also compares Pakistan’s frameworks with international best practices, contributing
to cross-national conversations on digital governance and disinformation countermeasures.

Theoretical Framework

This research uses two main frameworks: Agenda-Setting Theory (McCombs & Shaw, 1972) and
the Information Warfare Paradigm (Rid, 2020), in the context of cybersecurity in Pakistan. The
theories work us the conceptual basis to understand fake news and disinformation as well as a way
to inspect how nations handle such situations.

1. Agenda-Setting Theory

Agenda-Setting Theory states that the media do not affect people’s opinions directly, but guide the
issues that interest them. In the context of Pakistan works where the traditional media are found
alongside an untamed digital space, this theory has more significance. These social media
platforms support the spread of information, whether genuine or not, and help people focus on
some matters while ignoring others. This study uses the theory to look at how new types of
algorithm-driven and non-traditional content duration affect dynamics of agenda-setting in
politically volatile environments. Because of such algorithms, news apps tend to feature striking
or divisive material instead of accurate stories.

For this reason, the study improves the basic model by adding the role of algorithms, echo
chambers, and states being vulnerable to such narratives. In addition, this research examines how
news agendas are no more a top-down process mainly formed by users’ influence, guided by bots,
well-connected individuals, and combined actions originated from outside national borders
sometimes. With this evolution, it is important to reconsider how media shape belief and feelings
in countries like Pakistan, as digital interventions may threaten the trust people have in each other,
in various groups, and in the state’s legitimacy.

2. Information Warfare Paradigm

The Information Warfare Paradigm describes fake news as a strategic and deliberate tactic
employed to weaken a country’s cohesion and cause problems for its adversaries. Fake news in
Pakistan has been used to change people’s views, reduce trust in government bodies, Stir sectarian
and ethnic conflicts, and interrupt electoral and other processes. Using Rid’s paradigm is helpful
in this context since it facilitates the research by assessing disinformation as a potential threat with
state-level implications and operational goals instead of being only a way to distort information.

In this paper, the cyber and governance dimension is introduced by studying how Pakistan’s
National Response Centre for Cyber Crime (NR3C), Pakistan Telecommunications Authority
(PTA), and Federal Investigation Agency (FIA) counter threats of disinformation with online
security measures, close surveillance, laws and regulations, and public updates. In addition, the
study looks at the combination of non-state actors engaging in modern information warfare, where
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states, groups of ideological believers, and some political figures use digital tools for their
ideological and geopolitical benefits. It resonates with the new scholarly ideas that cyber-
disinformation is used specifically by attackers as a key method to undermine governments,
society’s morale, and the ability of democracies to survive.

Research Methodology
Research Design

Adopting a mixed-methods approach, this study draws upon both qualitative and quantitative
research designs to provide a comprehensive evaluation of Pakistan’s cybersecurity response to
fake news. Ensuring a holistic exploration of the issue is done through the use of a combination
of primary and secondary data sources. Primary data is through expert interview (Tandoc Jr et
al., 2018) and survey responses, while secondary data is obtained from recent research papers,
government reports and cybersecurity policy documents (Chidukwani et al., 2022).

This methodological framework facilitates an in-depth examination of both the perceived and de
facto cyber security regulatory measures and technology interventions in Pakistan. Quantitative
survey data were the starting point, leading the direction for qualitative interviews with experts.
With this sequence, the statistical information could be understood more clearly in light of best
practices from mixed-methods research (Creswell & Plano Clark, 2017).

The data are analyzed by means of content analysis, statistical analysis and thematic analysis.
Using content analysis to evaluate the fake news cases and responses by the governments and
statistical evaluation of the surveys measuring the public awareness and efficacy of the cyber
response efforts. We use thematic analysis of expert interviews to identify main trends and issues
salient to the field.

Data Collection Methods
Primary Data Collection

Researchers collected primary data for this study through two specific approaches: expert
interviews (Tandoc Jr et al., 2018) and a public survey (Guess et al., 2020). Researchers engaged
in semi-structured interviews with cybersecurity professionals, policymakers, journalists and
social media experts based on their knowledge on issues closely related to digital security and
media regulation in Pakistan. Participants were chosen for the study by using purposeful sampling
considering their experience, job title and how active they are in the public sphere. Zoom
interviews happened between March and April 2024 and the participants agreed to have them
recorded and transcribed exactly for analysis.

Out of these, 10 experts were interviewed to extract useful information regarding the effectiveness
of Pakistan’s cybersecurity framework and the challenges it poses against combating fake news
(Yousaf et al., 2024). The interview question targeted at the existing cybersecurity policies, use
of technology, application of regulatory mechanisms, and the awareness level of the public on fake
news.

Alongside the expert interviews, 500 respondents consisting of university students, professionals
and social media users across Khyber Pakhtunkhwa, Pakistan were surveyed online. Finding
respondents involved using mailing lists from universities and reaching out through social media
using convenience sampling. The survey remained open for three weeks in March 2024 and
collected responses from participants aged 18 to 55, ensuring broad regional representation.
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Designed to be a benchmark of popularity by tracking the diffusion of true and false news stories
within the population.

The survey was here meant to gauge knowledge of fake news and the relative trust in "official”
news sources, and anything the government was doing in response to a perceived scourge of fake
news (Guess et al., 2020). The survey incorporated Likert-scale questions about the credibility of
online news, respondents’ experiences with fake news and opinions on government regulations
(Pennycook & Rand, 2019). Descriptive statistics and correlation analysis were used to evaluate
the survey data to explore the possible relationship between levels of digital literacy and
susceptibility to fake news (Zhou et al., 2023).

Secondary Data Collection

In addition to primary data, secondary data were obtained from academic research, government
reports, and digital media analysis. We examined recent peer-reviewed journal articles that
research trends in cybersecurity and fake news regulation globally. Given the growing amount of
misleading information available (Amri, 2024), Al-based fact-checking mechanisms have become
popular since the volume of publications is often high and causes challenges. In a similar vein,
(Rana & Rauf, 2024) examined how Pakistan's cybercrime laws address the issue of digital
disinformation, with a particular emphasis on the Prevention of Electronic Crimes Act (PECA)
2016, the second important study by (Jalli, 2025).

It addressed social media-driven disinformation and fake news in South Asia, emphasizing the
regional dynamics surrounding the phenomenon, and how they shape national security. These
scholarly sources played a pivotal role in building the theoretical foundation for the research as
well as placing Pakistan’s cybersecurity challenges within a global context. To understand
Pakistan's institutional response to fake news, academic literature, government reports as well as
policy documents were reviewed. Data on the regulatory frameworks and measures on monitoring
digital content, aimed at the annulment or prohibition of digital misinformation, were analyzed
from Pakistan Telecommunication Authority (PTA) reports (Ahmad et al., 2022).

With a similar perspective, documents obtained from the Federal Investigation Agency (FIA)
Cyber Crime Wing give insights on enforcement strategies, prosecution trends, and case studies
of cybercrime investigations with respect to fake news. Reports from global cybersecurity
organizations such as INTERPOL and the Global Cyber Security Index (2023) were analyzed to
compare Pakistan's cybersecurity measures with international standards (Haque et al., 2023). The
insight from these sources helped shape how Pakistan’s regulatory approach compares and
contrasts with some best practices implemented in the technologically advanced countries.

Besides, an in-depth fake news trend analysis in Pakistan was conducted for digital and social
media. Twitter APl data was used to monitor various hashtags and misinformation campaigns that
are popular in the country. Using Python’s Tweepy library, we collected data from January to April
2024, focusing on trending hashtags such as #FakeNewsPK, #CyberSecurityPK, and #PECA2016.
To identify bot behavior, we applied Botometer metrics and examined user activity frequency and
follower patterns. Artificial intelligence—based content analysis programs were used to explore
patterns of misinformation, commonly targeted topics, and the role of bots in amplifying
disinformation (Saeidnia et al., 2025). This part of secondary data collection was crucial to help
us understand how digital platforms contribute to the dissemination of fake news and for assessing
the effectiveness of automated fact-checking tools in Pakistan’s digital arena.
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Data Analysis Techniques

Data was analyzed through both quantitative and qualitative methods. Descriptive and inferential
statistical approaches were adopted to process survey responses and digital literacy assessments
in the quantitative analysis. Descriptive statistics (frequencies, means and standard deviations)
were calculated in SPSS software, to summarize descriptors of participants familiarity with fake
news, digital media consumption habits and susceptibility to misinformation (B Usman et al.,
2022). Pearson correlation and multiple linear regression analyses were applied to examine
predictive relationships. All statistical tests were conducted using SPSS v27 with significance set
at p < 0.05. In addition, correlation and regression analyses were performed to examine the
association between digital literacy levels and susceptibility to fake news exposure. Such methods
enabled a comprehensive exploration of trends and patterns observed from the survey data.

Content analysis and thematic analysis were used for the qualitative data. We transcribed and
analysed the expert interviews using thematic coding techniques to identify common themes
across cybersecurity responses, regulatory challenges, and fibre threats through digital
misinformation. Thematic analysis was carried out using NVivo 14. Two coders independently
developed an initial codebook through open coding, followed by axial coding. Inter-coder
agreement was measured using Cohen’s kappa (x = 0.82), indicating substantial reliability
(McHugh, 2012). Additionally, they developed cases of fake news through content analysis, as
misleading news articles, viral social media posts, and fabricated narratives using common
rhetorical strategies, misinformation tactics, and their potential effects on national security were
analyzed (Ngai et al., 2022).

We also conducted a comparative analysis of Pakistan’s cybersecurity policies with international
best practices. It highlighted similarities, differences, and improvement opportunities by
comparing Pakistan’s regulatory framework with the cybersecurity objectives of India, the United
Kingdom, and the United States. By comparing Pakistan with similar steps taken in other
countries, this paper provided a critical assessment of Pakistan’s cybersecurity measures and
recommended it to adopt the best practices worldwide against fake news/disinformation.

Ethical Considerations

The study received ethics approval and all survey and interview participants provided informed
consent. The identities of the participants were kept anonymous and confidential, and the data
stored following General Data Protection Regulation (GDPR) standards. Researchers maintained
reflexive journals to account for potential subjectivity during data interpretation. Given the non-
probabilistic nature of the sample, findings may not be fully generalizable to Pakistan’s broader
population. Moreover, the risk of confirmation bias in thematic coding was minimized through
triangulation with secondary data. Data collection or analysis was not deceptive.

Results

This section presents the findings from survey responses, expert interviews, and secondary data
analysis regarding Pakistan’s cybersecurity countermeasures against disinformation. The results
are organized into five thematic categories.

1. Public Awareness and Perception of Fake News

These survey results show that there is a high level of exposure to fake news among the Pakistani
internet users. 78.4% of 500 respondent reported to have come across fake news at least once a
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week, with social media being the number one source. Facebook (64.2%) and WhatsApp (58.7%)
were the most common platforms cited for establishing misinformation.

Table 1: Frequency of Fake News Exposure among Respondents

Frequency of Exposure Percentage of Respondents (%0)
Daily 42.6%
Weekly 35.8%
Monthly 12.4%
Rarely 9.2%

Asseenin table 1, it presents the percentage distribution of visibility of fake news. The data points
that the considerable part of the respondents which are 42.6% are on a daily basis exposed to fake
news which definitely indicates a high prevalence of fake news in the media they consume.
Moreover, weekly exposure to fake news is reported by 35.8% of all participants. 12.4% of
respondents encounter fake news on a monthly basis, and 9.2% do so rarely.

Table 2. Survey Respondents’ Demographics

Demographics Category Frequency Percentage
Gender Male 330 66.0
Female 170 34.0
Age 18-24 150 30.0
25-34 120 24.0
35-44 130 26.0
45-55 100 20.0
Education Less than high school 80 16.0
High school 105 21.0
Undergraduate 220 44.0
Master’s degree 75 15.0
PhD 20 4.0

These findings indicate that disinformation is an ongoing challenge that many people deal with
on a daily basis. It also examined respondents' ability to identify fake news. Notably, only less
than half of respondents were confident from their ability to tell what was real information and
what was false information, exposing where they lack digital literacy.
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Figure 1: Ability to Identify Fake News Among Respondents.

As illustrated in Graph 1, only 39.5% of respondents felt confident identifying fake news, while a
majority fell into the "somewhat confident" category, indicating a gap in digital literacy. The
participants are divided into three confidence levels: Confident, Somewhat Confident and Not
Confident in the bar chart. Yet, as the results show, only 39.5% of respondents feel confident in
detecting fake news—evidence of a major gap in digital literacy. Most of the participants seem to
belong to the "Somewhat Confident™ group, whereas the least number of people belong to the "Not
Confident" group, showing that there is still a significant proportion of people that is struggling
to verify information authenticity.

2. Trust in News Sources

A key aspect of the study was to assess public trust in different news sources. Respondents were
asked to rate their trust in government news portals, independent media, and social media
influencers.

Table 3: Trust Levels in VVarious News Sources

News Source High Trust (%)  Moderate Trust (%)  Low Trust (%)
Government News Portals 44.1% 28.6% 27.3%
Independent Media 51.7% 30.2% 18.1%
Social Media Influencers 18.4% 25.7% 55.9%

Table 3, however, provides the media outlets and the corresponding level of trust among
respondents in government news portals, independent media and social media influencers. As per
data, independent media have most trusted segments with 51.7% respondents having high trust,
followed by 30.2% moderate trust, and only 18.1% low trust. Another factor, people have a
distinct level of confidence in government news portals, as per the survey, (44.1%) rated
government news portals highly trustworthy, (28.6%) moderate trustworthy news portal, while
(27.3%) weak trustworthy. Conversely, this was the lowest credibility level ascribed to an
influencer, with only 18.4% of respondents rating social media influencers as a high trust source,
while 25.7% say they are moderate trust sources and 55.9% say they are low trust sources. These
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results imply that traditional and independent media sources provide reliability as compared to
influencers on social media platforms. The results indicate that independent media is more trusted
than government portals, while social media influencers are the least trusted of all due to their
association with misinformation.

3. Effectiveness of Government Cybersecurity Measures

Interviews with 10 cybersecurity experts showed mixed perceptions about Pakistan’s
cybersecurity measures. While 70% of the experts believed that the Prevention of Electronic
Crimes Act (PECA) was useful against cyber threat. There was a train of thought among experts
that stated that the Government of Pakistan was implementing the Prevention of Electronic
Crimes Act (PECA) in Pakistan. They highlighted serious gaps in enforcement and expressed
fears about how the law could be misused. In particular, they cited three broad challenges facing
Pakistan’s cybersecurity strategy.

Thus, the first challenge is weak cyber laws enforcement. This presents significant technical and
legal challenges for both the Federal Investigation Agency (FIA) and the Pakistan
Telecommunication Authority (PTA) when it comes to nabbing the person behind the digital
misinformation. This proves to weaken the overall strength of the laws already in place, making
it difficult to tackle the menace of the spread of fake news or any other cyber threats.

The other main issue is the absence of public awareness campaigns. Currently, Pakistan has no
concerted efforts to pursue the citizens to be educated on how to identify and report the fake news.
Without such campaigns, many are susceptible to misinformation, having been given no tools or
awareness of how to determine credible information from misleading or false content.

Finally, experts pointed to the limited adoption of Al-powered fact-checking systems. Although
numerous nations have leveraged artificial intelligence to aid their fact-checking efforts, Pakistan
has yet to mainstream Al-driven solutions within its regulatory regimes. The slow adoption in
technology hampers Pakistan's digital domain race against the informatics misinformation spread
internationally.

Expert Evaluation of Pakistan’s Cybersecurity Challenges

Limited Enforcement

Lack of Awareness

Cybersecurity Challenges

Slow Al Adoption
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Figure 2: Expert Evaluation of Pakistan’s Cybersecurity Challenges
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Figure 2, provides insights into vital issues related to cybersecurity recognized by specialists.
Limited Enforcement, Lack of Awareness, and Slow Al Adoption are the three major challenges
listed in the horizontal bar chart. Limited enforcement just of so-called paper goals is by far the
most mentioned major concern according to the group of experts, with the highest percentage of
experts mentioning this issue once we adjusted the group of experts and their mentions. About the
same number of experts also see ignorance as a major hurdle to security progress: with lack of
awareness a key barrier to better IP security. Slow Al adoption is another major issue highlighted,
indicating that Al isn't yet being utilized fast enough to prevent threats. This graph indicates why
it is paramount that we need better regulation and enforcement, greater public awareness, and
faster technological adaptation to respond to cybersecurity vulnerabilities.

4. Correlation Between Digital Literacy and Fake News Vulnerability

A correlational analysis was performed to check if higher digital literacy decreases the likelihood
of being fooled by fake news. Results reveal a significant negative relationship between levels of
digital literacy and susceptibility to fake news (r =-0.63, p <0.01), implying that those with higher
digital literacy are less likely to believe and disseminate false information.
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Figure 3: Relationship Between Digital Literacy and Fake News Belief

Figure 3, also shows a negative correlation between the levels of digital literacy and the
percentage of people believing in fake news. The x-axis divides the digital literacy into 5
categories level, a person hears/considers Very Low, Low, Medium, High, Very High digital
literacy & the y-axis indicates the people who believe in the fake news. The trend shown in the
graph suggests an inverse relationship, meaning that there is a decrease in fake news belief as the
digital literacy increases. The prevalence of belief in fake news is highest among people with very
low digital literacy, and lowest among people with very high digital literacy. These findings
indicate that a higher level of digital literacy might be an important contributor to the prevention
of misinformation and fake news.
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5. Comparative Analysis of Cybersecurity Measures

The comparison of cybersecurity measures of Pakistan, India, UK and US indicate that Pakistan
has different approach and resources in this regard. The report states that Pakistan adopts the more
legal regulatory nexus to mitigating online threats through in-house legislation, particularly the
Prevention of Electronic Crimes Act (PECA), which removes the onus from the state and towards
the individual to self-regulate online conduct. In comparison to the UK and US, which tend to
stress Al-driven fact-checking technologies and public awareness effort.

These countries have introduced advanced Avrtificial Intelligence (Al) devices into their regulatory
frameworks tackling fake news with training of citizens on how to effectively identify and respond
to misinformation. India, however, has gone to the extent of rolling out community-driven fact-
checks, an initiative that has yet to take hold in Pakistan. In India, several ground-up initiatives
focus on the fact that in these unprecedented times, it has become increasingly important for local
communities to find ways to identify and verify fake news before it has a ripple effect on the
population.

Pakistan also spends much less on cybersecurity than India and Western countries. This stops
Pakistan to adeptly tackle fake news and availing the state-of-the-art technology in cybersecurity.
A tight budget makes it difficult for the country to allocate funds for the essential infrastructure,
research, and technology that help other nations combat cyber threats more effectively.

Table 4: Comparative Analysis of Cybersecurity Measures

Countrv  Leaal Eramework Al-Based Fact- Public Awareness  Cybersecurity
y g Checking Campaigns Budget (2023)

Pakistan PECA 2016 Limited Low $120 million

India IT Act 2000 Moderate High $250 million

UK Online Safety Bill ~ High High $1.2 billion
Cybersecurity &

us Infrastructure High High $3.4 billion
Security Act

Table 4 shows the ccomparison of cyber security of Pakistan, India, United Kingdom (UK) and
United States (US). It should be noted that the table depicts important variables like the existent
legal framework, implementation of Al-based fact-checkers, public awareness campaigns, and the
cybersecurity budget for 2023. It has PECA 2016, has little Al-based fact checking (as compared
to other firms) and public awareness efforts, and has a cybersecurity budget of $120 million. India
is governed by the IT Act of 2000 and has a moderate Al-based fact-checking capacity and a
moderate level of public awareness campaigns with a $250 million budget for cybersecurity.
Meanwhile, the UK has its Online Safety Bill, which comes with a far greater emphasis on Al-
based fact-checking and public enlightenment efforts, with a budget estimated around $1.2 billion.
The US shows highest fact-checking and public awareness initiative in Al-based approach under
the Cybersecurity & Infrastructure Security Act with highest cybersecurity budget of $3.4 billion.

Discussion

With the media landscape in Pakistan being increasingly influenced by fake news, the results of
this research objectively reflect the need of the hour for the nation and emphasize the way forward
for countering disinformation in Pakistan; namely the need for a multi stakeholders’ approach
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towards using cybersecurity measures for combating fake news. Despite high levels of public
awareness of fake news, levels of digital literacy are low, rendering people susceptible to
misinformation. The findings indicate that Pakistan’s existing cybersecurity policies, especially
the Prevention of Electronic Crimes Act (PECA) 2016, within a broader framework, deal with
fake news. But enforcement challenges and fears of misuse undermine the law’s potential. These
findings suggest that lawmakers cannot expect that their good intentions alone will counteract
misinformation without a strong mechanism for enforcement, which was also reflected in recent
studies (Pomeranz & Schwid, 2021).

The strongest takeaway from the survey is the inverse relationship between digital literacy and
belief in fake news. Those who reported lower digital literacy were substantially more likely to
trust and share false information, validating findings of earlier studies that identified education as
a factor that could help mitigate misinformation (Dame Adjin-Tettey, 2022). In many developed
countries, including the UK and US, governments have established media literacy programs to
teach citizen how to spot misinformation. Pakistan lacks large-scale digital literacy initiatives,
which restrict citizens from critically assessing online content. Media Literacy interventions have
also been found in the past to significantly reduce fake news susceptibility in the context of the
United States, making it probable that the phenomenon could be countered to a great extent through
this method in Pakistan (K Shahzad & SA Khan, 2024).

Pakistan has some laws like PECA 2016 to regulate digital content but implementation of the rules
in place is weak. It said the FIA Cyber Crime Wing and the Pakistan Telecommunication Authority
(PTA) lacked the necessary human and infrastructure resources that inhibited effective racking and
countering of misinformation campaigns. Such enforcement challenges corroborate the findings
of studies of cybersecurity laws in other developing countries, wherein limited technical
capabilities and human resources undermine the efficacy of law (Rusydi, 2024). Moreover, the
weaponisation of cyber laws to serve political censorship over the imperative of combating fake
news has also been extensively documented. Global watchdog organizations like Reporters
Without Borders have drawn attention to the risk of overreach in Pakistan’s cyber laws,
undermining trust in government regulation.

This research agrees with the Information Disorder Framework which points out the differences
between misinformation, disinformation or malinformation and emphasizes the effect of media
and digital tools on making information vulnerable (Wardle & Derakhshan, 2017). In Pakistan, the
combination of low digital literacy and weak laws lead to the amplification loop in the framework
which results in unchecked false content being spread out. Pakistan's slow adoption of Al-based
fact-checking technologies was another key finding of the study. Unlike the UK, US, and other
nations, which have implemented Al-powered misinformation detection as part of their
cybersecurity stack, Pakistan still depends on outdated manual reporting systems. Artificial
intelligence-assisted fact-checking improves both the speed and accuracy of misinformation
detection, a necessity in fighting these digital threats (Guigon et al., 2024).

Reliance upon manual user reporting is ineffective in Pakistan, as the speed of spread of the fake
news on social media platforms outpaces the ability of manual user reporting to stem its flow.
This finding supports emerging evidence that automation has the potential to combat
disinformation (Saeidnia et al., 2025). In coordination with global fact-checking agencies, social
media platforms like Facebook and Twitter have utilized Al-based content moderation. But
experts interviewed for this study noted that Pakistan lacks domestic fact-checking organizations
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with significant reach within its borders, and dependence on international initiatives thus has limits
when it comes to addressing misinformation challenges that are regionally specific.

While earlier studies in developed contexts have established that media literacy and Al-based fact-
checking systems reduce susceptibility to fake news (Smith, 2021; Lee, 2020), this research finds
that such interventions remain nascent in Pakistan. For instance, Lee (2020) showed that the
implementation of national-level Al moderation systems in South Korea reduced misinformation
circulation by over 40%. In contrast, our study highlights that Pakistan's reliance on outdated
manual systems undermines real-time detection, highlighting stark context-specific gaps.

Comparative analysis of Pakistan’s cybersecurity vs India, UK, US policy gaps, in the recent
Passed & Drafted Policies. While Pakistan follows legal frameworks like the PECA, similar
methods employed in India involve a more community-oriented approach, where multiple
independent fact-checking outfits operate alongside government organizations. Research on
regulation of misinformation in India shows the importance of community-based interventions to
mitigate fake news (Galal et al., 2021). This is in contrast to the UK and the US, who focus on
technological solutions and public-private partnerships to tackle misinformation. Both examples
show that Al-driven fact-checking is widely recognized as a best practice in these countries for
fighting fake news (Agunlejika, 2025).

In India, the PIB Fact Check Unit joins local digital literacy efforts in several languages, whereas
in the UK, the “Online Safety Bill” adds duties on certain platforms to filter and reduce fake news
(UK Parliament, 2022). The US’s “Cybersecurity and Infrastructure Security Agency (CISA)” has
teamed up with tech companies like Google and Facebook, leading to noticeable drops in
misinformation about elections (Harwell, 2023). Such proactive steps are quite different from
Pakistan’s usual reactive and underfunded actions.

Pakistan’s relatively low cybersecurity budget is yet another major limitation of its capacities
against misinformation. Pakistan, in 2023, dedicated just $120 million to cybersecurity while India
allocated $250 million and even compared to budgets in Western countries, the disparity is
glaring. Britain spent US$1.2 billion on cybersecurity for fast-moving digital transformation, while
the US delivered US$3.4 billion. These include investing in cybersecurity infrastructure,
resources that leverage Al-powered technologies, and good cloud security posture (Anandharaj,
2024). Pakistan’s funding is low, which limits its investment in advanced technologies, launching
fact-checking initiatives and raising public awareness campaigns. This will keep Pakistan facing
persistent challenges in effectively countering disinformation without significant investment.

In conclusion, this study underscores critical deficiencies in Pakistan’s disinformation response,
particularly the lack of digital literacy, weak enforcement of PECA, and delayed Al adoption.
These align with the structural weaknesses highlighted in the Information Disorder Framework
and diverge sharply from global best practices. Countries like India and the US have demonstrated
that combined efforts—rooted in technology, education, and policy—yield stronger resilience. For
Pakistan, bridging this gap will require re-imagining cybersecurity not just as a legal or technical
challenge but as a socio-political one, requiring collaborative, well-funded, and theory-informed
interventions.
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Limitations

While the study employed robust mixed-methods and diverse data sources, several limitations
must be acknowledged.

Sampling Bias: The online survey likely over-represented urban, educated, and digitally literate
individuals, limiting the generalizability of the findings to Pakistan’s wider, more rural population.

Expert Interview Disclosure: Some interviewees may have been cautious in discussing sensitive
topics such as state surveillance or cybersecurity lapses, potentially limiting the depth of insights.

Source Credibility: Accurately assessing the origin and authenticity of fake news content on
social media remains challenging due to anonymize or bot-generated content.

Platform Limitation: Twitter data was used as the primary source for digital trend analysis, but
it may not fully represent fake news dynamics across other widely used platforms in Pakistan, such
as Facebook, WhatsApp, and TikTok.

Conclusion

The present study investigated fake news in relation to the national security by specifically
focusing on Pakistan as a frame of reference with particular reference to how the country could
counter disinformation through cybersecurity. The results suggest fake news is a major and
expanding problem, which is mostly spread via social media such as Facebook and WhatsApp.
Although the Prevention of Electronic Crimes Act (PECA) 2016 is a step towards an act that will
regulate misinformation, and thus a legal framework was established, the implementation is weak
and many experts believe it is an act aimed at suppressing political dissent and censorship. One of
the major findings of the study was that low digital literacy plays a large part in vulnerability to
misinformation.

A lot of Pakistan’s population finds it difficult to distinguish between good and bad media content
as they are vulnerable to disinformation campaigns, survey data shows. Unlike India, the UK, and
the US, Pakistan has no large-scale digital literacy initiatives that could have prepared citizens to
evaluate what they find online more critically. Moreover, the reluctance in employing Al-powered
fact-checking mechanisms impacts the nation’s ability to respond to the spread of false
information, innovative tools have been developed and adopted in developed countries to help
identify and combat fake news at a much faster pace. Interviews with experts also underscored
significant shortcomings in Pakistan’s cybersecurity response. Cyber laws are limited enforced
by the FIA and the PTA because they lack technical resources to effectively touch misinformation.
The lack of nationwide public awareness campaigns also mean citizens are ill-prepared to identify
and counter fake-news articles.

Additionally, Pakistan has lagged in implementing Al-powered misinformation detection tools,
giving it an edge over many countries that have successfully utilized artificial intelligence as part
of their cybersecurity initiatives. This study advances the discourse on digital security by
empirically linking digital literacy and regulatory enforcement to disinformation resilience. It also
contributes to practical cybersecurity strategies by outlining context-specific obstacles and
highlighting underutilized Al-based interventions. Pakistan needs to invest in Al-based
technologies that detect misinformation and bolster fact-checking in addition to expanding digital
literacy programs.

Integration of fact-checking organizations with national-level cybersecurity agencies will also help
reinforce the cybersecurity framework. We should also ensure balanced enforcement of cyber
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laws to address political misuse while combating fake news. The challenges Pakistan faces are not
isolated. Globally, the use of disinformation as a geopolitical tool has been evident — from
Russian interference in the 2016 U.S. elections and disinformation surrounding the COVID-19
pandemic, to Taiwan’s cybersecurity response to Chinese influence campaigns. These cases
highlight the urgency for countries like Pakistan to not only adopt cutting-edge solutions but to
engage in global dialogue around Al governance and information warfare.

The findings of this study hold relevance for international policymakers, platform designers, and
cybersecurity strategists who must balance national security, civic freedoms, and the ethical
deployment of Al in digital ecosystems. Addressing these gaps will help Pakistan build a stronger
cybersecurity framework that can respond to digital disinformation, in addition to balancing
national security interests with freedom of expression. Future research could explore longitudinal
effects of digital literacy programs, cross-national case studies of Al-powered misinformation
control, and platform-specific content moderation models. Examining the role of private tech
companies in co-governing disinformation would also offer deeper insight into shared global
responsibilities.
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